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Abstract

The method of steganography means the ability dingi
data inside a cover. Steganography helps to hitke idaanother
of a different type , and thus it can guaranteagh ldegree of
security.

Previous studies proposed many algorithms that tede
inside colored images, some of these the algorithemend on
hiding data directly in a special domain. There arther
algorithms that depend on changing the image stmpeanother
using discrete cosine functions (Transform domeaamniques ).

The study proposed a new improved technique thHagsta
the advantage of the 24 bits in each pixel in tkBRmages and
hiding data directly in a special domain, usinge two least
significant bits of red channel to indicate existemf data in the
other two channels which are green and blue. Tingbeu of bits
which will be embedded in the right part are codnite the lift
part of the channel which chosen for embeddings Hhjorithm
Is characterized by the ability of hiding largezesof data and the
data were embedded inside the image randomly inea n
randomization technique which gave the message ghenhi
security and resistance against extraction by legtac

This algorithm has been compared with other known
algorithms and the new results proved the powethef new

algorithm to hide and extract data.
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Chapter One

Introduction

1.1. Introduction

Communication process is considered the most important means tha
helped human growth in all fields of life where the human bemgtst since
his existence on this earthto find ways to facilitate theocgss of
communication and intellectual exchange between different ¢gophd the
oldest methods that humans used : first, drawing on the cadwes, use of
smoke and drumsto signify a particular event, followed bythe human
thought developed by invention of writing through using certain symbols known
as letters, afterward the telegraph was invented which héipezbmmunication
process, subsequently the radio, television, and telephone, as  chmedcter
by the previous methods for the transfer of sound and image in thetigaane
and finally the latest and most modern means of communicatieleaetronic
mail (e-mail) which reduced the time and effort in tramgig the data and
information.

The development in communication means was accompanied by the easy
access to confidential public and private data. For this reasorarddit his
best to find different ways for maintaining the confidentiality ameqgrity of

data which prevent the unauthorized personnel to know them. If there is no
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confidentiality of data transferring, it becomes so difficultttansmit them
especially the military data and data related to economic, malustganization
besides the information pertaining the institutions of finance and basiAes
result there is a need for information hiding which is a term dakptesses

the general methods and techniquesused in the field of security and
confidentiality of information security upon transferring them from side to
another. This is one of the most important problems that have ainsggause

of the various means of communications. Consequently, the most important
methods used in this area was encryption that depend on the transfer of
confidential data from one format to another using certain waysdgdnder

until it reaches to the recipient who works to restore them to dhiginal form.
Afterwards, ways of expression has evolved and varied, besidesaihbeavell-
known to a lot of vandals who can resolve the coding easily in masgs.ca
although, some of them are still maintaining the power for da@turity.
Therefore the need occurs for finding new techniques to protect the data
Steganography is one of them. This term derived from a Gregkntdogy
where the word Stegano means hidden or restricted and the word Graghy m

a message , writing or drawing (Petiticales, 1999) speltyficehis method was
known since the Greek’s Age and developed later on with the advanceiment
the communications’ means and the emerging of the Internet whichspeatce
transferring of the digital data aiming at hiding the secréa daside other
objects such as : texts, images, sounds and video in which the semukts

the secret messages inside the (original object) where € tieehighest level of

www.manaraa.com



security by changing the public entity of confidential data, subseguéatl
maintaining the data security, they should not be materialisdo as well as
they have to be similar to the real object after their hidiftyen attackers
cannot discover this stego object upon its transferring among thadtgeintil
reaching the extraction of the secret data from inside the objaatertain way.
The concept of steganography has considerably been given much
attention in recent years in order to overcome such problems. Tharpraim
of steganography is to hide data in cover media such as imageaudio and
video so that others will not notice it. The advantage ofastegraphy is that
it can be used to secretly transmit messages withloait fact of the
transmission being discovered. For example, that picturgoof face can
conceal the plans for your company's latest technical inoavati
There are currently three effective methods in applying image
steganography: least significant bit (LSB) substitution, blockipglette
modification. LSB substitution is the process of modifying the ls@gtificant
bit of the pixels of the carrier image. LSB substitution method ulyigumong
carrier formats and message types. LSB substitution lendstdskecome a

very powerful steganographic method.

1.2. Problem definition

Steganography is used to hide messages in the cover mediaexiike t
image, audio and video. We focus on images as a cover .Medigorithm is

needed to determine how the message it will be embedtisialgorithm can
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be more or less advanced using simple or complex LSB embedding in the spatial
domain

The actual hiding process begins with embedding bits of the message
into the cover imageln LSB insertion technique the message will be embedded
in the least-significant bit. For increasing the embedding cgpaaio or more
bits in each pixel can be used to embed messages by changing toé pisé&s
in a sequential mannekost techniques in use today are invisible to a human
senses and most of it takes a gray color images as a sgs®alln this context
there are two aspects should be considered in order to embed a $sagee
using a color image as a cover these are

1- How to choose the pixel for embedding

2- Embed messages by changing the LSB of pixels in a different

randomization technique.

1.3. Objectives

The main objectives of this thesis are:
1) Designs and develop a new technique to pick up the pixel feménedding.
2) Increase the size for embedded text.

3) Give a high degree of confidentiality to resist extracparcess.

1.4. Significance of the problem

The study will address a special kind of problem which is categgbriz

under the digital image steganography problem, until now, thenecaoptimal
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technique used to solve this problem, but many suggested algorithensii
good results. It will focus on hiding the text message in the $egsficant bits
of the pixels in a BMP image.

The study will be focused on how to choose a pixel to embed a part of
the text message in it under a conditional value in order to get sesults
about its ability to make the message store in random way.aftisochoosing
the pixel it will make another condition to how to store.

In this thesis, we address modern steganography . Although the topic of
steganography exists since ancient times, and many of the gassuahptions
still apply today. Much of the recent work in steganography is inatea of
invisible digital watermarking motivated by the desire for cahrprotection
of multimedia on the internet.

The objective of digital watermarking is to embed a signatutieirwa
digital cover signal to signify origin or ownership. Another type of datanyic
steganography. The objective of steganography is to imperceptititec a
significant amount of data, much more than that of a signatureiak sember,

in to the cover signal.

1.5. Thesis Organization

The thesis contains six chapters:
Chapter 1 provides an Introduction. Chapter 2 provides an overview of
information Hiding. Chapter 3 contains the Principles of Steganography

details. Chapter 4 listing and explaining different steganograpigiads and
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also list different related works. Chapter 5 provides the proposgatitim in
details. Chapter 6 contains the experimental results of the deésédgerithm
and it's also discusses the results with other Algorithms; Finefapter 7

contains the conclusion, future work suggestions.
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Chapter Two

Information Hiding

2.1. Introduction

Information hiding was known since the ancient times used
by spies, armies and statesmen where they used to hide thengldéawritten
letters and in the context of speech. Moreover, history telisamy stories that
have been used in steganography ways to hide data inclugingyaefers back
to the year 440 BC when one of the Greeks’ leaders shavedfdne slaves
then made a tattoo on his head which was a messagetktted/our land will
be occupied by another countrythen left the slave until his hair grew and
thus hid the letter under the hair of the slave and send him a&thean
leader and when he arrived to the second one , he also shavedthelaid
and read the content of the message and accordingly he prdtecstdte from
occupation (Kahn,1983).

In this regard, other stories were also reported when Harpagie
a message on the internal part of the rabbit’'s stomachha@ndttansferred it in
unsuspected way to King Cyrus of Persia who helped him to defeatttilee ba
of King Medas against Persia (Kahn, 1983). The predesessors aséal wde
the written information on the wood boards until it reaches to tipieat who

removed the wax material and read the content of the message

www.manaraa.com



10

During the Second World War, different liquids such as: milk, vinega
fruit juices and urine were used for writing the secrtette on paper. When it
reaches the recipients they draine or heate the messalgiuichbbecomes dark
color. As a result it facilitated reading the message atnédter that, invisible
inks are used for writing letters, subsequently the content of #msage is
extracted using heat or some chemical reactions (Febienl&o8)).

Furthermore, the Germans invented a technique known as Microdot
which was a photographic image with certain size and clarditcategree, write
on them by using the stitches and pin over the characteng ahéssage since
that the writing will not appear unless, the recipient putiingaper under the
image for facilitating its reading, this way was develog®d the progress
of movies pictures and lenses that reduced the size ofdbeetsmessage
(Khader, 2004).

Additionally, the real evolution of steganography startedesinc
the beginning of the nineties when the companies and secret zatyams used

digital photos, animation and voice messages to hide theiit siatae

2.2. Importance of Information Hiding

When the sender processes a message that he wants totdedinether
person, such step is not that important comparing it with deliyénat message
to its destination without an increase or decrease or otleerieiss of the whole
message. The same rule applies to the owners of intellgutopérty who is

seeking to protect their property from theft or loss.
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Computers and printers helped to increase the speed of dafertiams
less variety such as: text, images, audio, and video inside ketwhich makes
it easier to use this data to hide other information withoutnted of that can
be disassembled, so steganography methods were used whichcogt data
before embedded them inside the cover for giving them the highaduction
degree, It should be noted that the method of steganography i®nmcted
with encryption operation neither it is not from its requirementsing not
considered to be a standard for measuring the power used in tiee déghe
information hiding due to the fact that many steganography methods are stronger

than encryption techniques.

2.3. Applications of Information Hiding

There are a set of applications that use the concept of lddiagas

follows:

1- Covert communications: individuals and groups need to write to each
other without allowing the others to see these messagesfateer
they use the method of steganography for transferring confidential
and secret news, information as well as covert communicadiens
used by the intelligence, the armies and secret orgamzab
prevent the spies for knowing the secret data and messages.

2- Ownership: commercial companies, film and television stations,
publishing houses are characterized by a mark or trademarkiof the

own to protect their rights of copyright and distribution of their
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respective owners, especially if they publish them by using the
Internet, and to solve the problem of theft of trade marks devised a
set of algorithms resistance to sabotage operations usingnaais.

3- Authentication: where is the process of verifying the intggritdata
between sender and recipient of the processes of change that
may take place upon by attackers for this purpose, devised a set
of algorithms to resist modification operations.

4- Data embedding: it is the process of hiding secret infoomatiside
other data using certain algorithms, and then extracts them using

the methods of steganography.

2.4. Overview on the subject

Steganography is considered as one of the modern and activeescie
due to its importance in the field of security data during tbeespondence
which embed the secret message inside the cover where it eatexb
image, sound or video and then extract the secret messagerbyitient based
on the methods used in the process of hiding that depends on theesisdiest
of the communication system, for example, the amount of dad& can be
included and extraction on the capacity of the communication channel.

There are certain criteria that must be taken into accousr wh
dealing with methods of concealment as follows:

1- Imperceptibility:  the cover used in the process of concedlmen

should not be visible neither clearly defined for the attackamnd
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when a process of inclusion done, it must take into consideration the
selected file type for inclusion, and place of inclusion within i

2- Payload: it is the amount of data thatcan be hidden inside th
cover without affecting it.

3- Undetectability: it is alack of ability to extract confidexhti
data hidden inside the cover, except by authorized personnel only.

4- Removal Resistance: it is the inability of attackeos conduct
modifications and processing on the cover, such as image processing,
compression and recycling...etc.

Imperceptibility and the inability of attackers to detect hidd#ata
depend on their percentage comparing with the size of the aodahis term is
called “Signal —To-Noise Ratio” (SNR) (Marvel et al, 1999).

Standard resistance to vandalism and the size of the datagoges not
conditional for steganography, forexample, when you hidea secret
message inside the cover, the way of steganography thatkeamta account
the volume of data thatincluded inside the cover for the@sistance
to vandalism, but in the watermark, they care to resist vandatisre than the

size of the data itself.

2.5. Classifications of Information Hiding

There are different classifications ways to hide data, somehein

considered that the watermark is part of the steganography, anderedssome
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of the encryption that is part of the system to hide informatigurgi (2-1) is

the closest classification to the subject of the study. (AlYQ8D03).

Information
Hiding

Steganography Watermarking

Semiprivate Public

Pure Secret Key Public Key Private

Steganography Steganography Steganography Watermarking Watermarking Watermarking

Figure (0-1) Classifications of Information Hiding
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Chapter Three

Principles of Steganography

3.1. Overview

What kind of methods used to protect data as they travels within the
network? Besides, how can we protect these data from detectioovakle or
vandalism? In addition to that, how these data getto their
destination without reduction or defect? And what isthe reason behind the
search for ways of alternative or complementary to the old amagsnodern
ones?

The process of encryption methods is used to protect data which based
on the use of symbols, besides, codes, and the use of complex mathemati
methods for converting the data into another picture that is diffiouiead |,
except by the concerned recipients, (Who is informed in a pre-code decode
and encryption for military purposes and spying has long history, ansl it
still currently being used to protect trade secrets as veeffaasferring data
securely over the Internet. Despite what is provided by the gimmymethods
in the field of information security, but it has not given the nexqlisecurity
level of the data, as there are those who are looking for wagerht crack
encryption. Moreover, there are those who look for a mechanism tk theea

encryption, because the text can distinguish it from the encryptedstenot
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encrypted, making it easier for attackers to conduct frequent mqres
possibility to get encrypted data, because the use of encryptoceriain way
repeatedly to help attackers dislodge by repeated experimenthl, wdsdnvited
to look for alternative ways more adaptable security and hide iddkee and
the methods used in this area, which is the subject of our study iedbarch is
steganography which is an old method, but it coincided with the rapidegsogr
of communications used to hide information inside other data, what is the
principle of steganography? And what is different from the encryption
technique?

Science isthe steganography a science mission inthe field of
security and concealment of information, which is different from the enanypt
but complement it, because to hide the data using one of the ways the
steganography reduces the chance to discover hidden data on teandstsy
have the opportunity non-existent because it gave another layer toctprote
the data through the development of as text, image, sound, video and
then hide data  inside the lid produces new  figure contains confidential
data, and is not aware of the naked eye to ensure that are maiimg the
network, and is not to extract confidential data in the event waswdised by
attackers, butit can be integration between the encryption praoessthe
process of steganography to give it a higher degree of protectsidebe
weakening the opportunity of discovering the data by the attackerse wher
the sender encrypts the data before embedded into the cover, thertitiient

to extract and decrypt data.
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For understanding the steganography, it is necessary to claefy t

problem of prisoners proposed by the researcher (Simmons, 1983) where the

problem includes two prisoners are named Alice and Bob who are jailed

separated rooms and between them Wendy who works as an observer on them

and mediator for the transfering of confidential communications batdesam,

without knowing the content, or trying to find out it content and change it before

transmitting , This observer can be an example of the obsetuwer acpassive,

or malicious, and determine the type of controller is linked tonifssgntly

complicate the steganography and figure (3-1) illustrates tHiclaws:

Is Stego-
image

Suppress
Message

Embedding Eamd Stego-image

b g Embedding

Cover

Figure 0-2) Prisoners problem
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3.3. Steganography Terminology

Steganography system is divided into two operations as detailed: below

1- Embedding process: from which it can choose the cover then
put secret messages included using the stego key that contains the
secret message Stego Cover.

2- Extraction process: From which to extractthe secret message
using the secret key, and can be watched through the lid are moving
between the sender and the recipient by the attackers who have no

right to extract the secret message and the figure (3-2) altastthis:

(Text, Image, Audio, Videt
Cover

(®)

Stegano Systel
SecrelMessag Encoder

(M) (Embedding)
(E)

Steg-Covel
)

Stegano Systel
Secret Messal Decoder

(M) (Extraction)
(3)

S

Figure Q-3) Overview of Steganographic System
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Figure (3-2), noted the following:-

1-

Secret Message (M): Confidential datato be hidden within other
data such as hide the text within the image.
M: It indicates data to be hidden.
m: It indicates secret message can be represented by byatasns
L (m): It indicates secret message length.
m;: it presents bit from the secret message (m).
Ii<L(m) m/JM
Cover (C) : used to hide the secret message (M).
C: It refers to the covers that are used to hide data such as :
text, image, sound, animation.
C:. It refers to the cover of the selected image which reptesa
set of pixels and for each one of them has certain value.
Ci: It refers to one of the pixels.
L (Ci): It is the cover sizedi < L(c)
In the case of binary representation=® OR 1
In the case of Gray Scale Image< Ci< 255
And for each element of the cov@&r an index which represents the
element’s location inside the cover and the d0gles used to refer to
the element’s index inside the cover.
Key (K): Is used to hide the secret message (M) insidedaber ¢C)
is called (Stego Key) as :

K: refers to the set of stego-key.
k : refers to one of these keys (methods).
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4- Stago Cover(S) refer to System outputs of Steganography which is
the cover (C) after hiding the secret message (M) insiak it
S: refers to the set of covers that contain the data.

s: refers to the secret coves /S
L (s): is the size of the secret Cover.

5- Embedding (E): It is the process carried out by the sender tohade t
secret message (M) inside the cover (C) as the codef@ts te the
embedding process,the result of this process is to cover the &cret (

6- Extraction (D): It is the process done by the recipient to exthact
secret message (S) which its code is (D).

7- Attackers are the individuals who do not have the right to see the
secret message (M) where they may have the secret (®véut
they cannot be able to extract the data from the cover.

8- Embedder (E): is the person who done embedding.

9- Extractor (D): is the person who done the extraction operation.

3.4. Steganography Goals

The main goals are :
1- To avoid drawing suspicion to the transmission of a hidden message.
If suspicion is raised , then this goal is defeated ( Katzesdresnd

Petitcolas,2000 ).
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2- To hide a message inside another harmless message in a way tha
does not allow any attackers to detect that there is a secomd sec
message present (Johnson, 1998).

3- Giving the highest degree of protection for confidential data.

3.5. Steganography Types

As shown in figure (2-1) Steganography is divided into three mairstype

these types are described in the following sections :

351 Pure Steganography

Steganography which does not require any previous information between
the sender and the recipient is called pure steganography whictoglsaot
need a (stego-key) in the embedding neither in the extraction prodess.
sender in this case depends on ambiguity in protection of the secrehitatasy
considered the minimum security level. The descriptions of the ddimigeand
extraction operations are as follows:

- The embedding process E: C,MS

- The extraction process D: -CM

Note that the two processes do not need a secret key, and tredtns m
that both sender and recipient can reach to the embedding and extraction

algorithms, therefore, the steganography consists from the faoljowthe
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original cover, the secret message, the embedding and extrpctioesses
besides the secret cover). In this form the attacker Wendyrdidshow the
method used by Alice and Bob in hiding the information which is considered a
bad hypothesis called the security through the ambiguity. Moredwerpure
steganography does not need any secret information between the sehtler a
recipient. This means that the Wendy observer can get thetligsrused by
Alice and Bob and thusthe ability to extractthe secret messesig

(Katzenbeisser and Petitcalas, 2000).

3.5.2 Secret Key Steganography

The Secret key steganography depending on a secret information which
is called a secret key. A person who has this secret keyetansgcret message
from the stego-image, Both sender and receiver must haventeessgret key,
so the sender chose a cover then embed the secret message in it by using a secret
key which must be known for receiver to obtain the secret message.

G=(C,M,K, Kk, D)

Ek: C, M, K- S

x:S, KoM = Dk(k(c,m, k),K)=m for aM , keK

Where :

: steganography system
. cover

: secret message

. secret key

S stego-image

k& : embedding process by secret key
[ : extracting process by secret key

<00
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The securiry of this type depends on a secret key not in the algorihm
which used, the security for this type will be very weak wheseeret key
known , because both Alice and Bob guess that Wendy know the steganography

algorithm but he does not know the secret key . (Khader, 2004).

3.5.3 Public Key Steganography

The concept of the Public Key is derived from the Public Key in
Cryptographic processes where this method upon use gave the highestafeg
protection more than the usage of the private key which is ineHembe.

The above mentioned method depends on two Kd{s; Ky ) public key
and secret key, so the sender embedded the secret message by using a public key
(Ke) then the receiver will get the secret message by ussegrat keyKg). The
following operations clarify the embedding and extraction:

- Embedding process : E:C,MK¢ - S

- Extracting process : D: X4 - M

The public key is available for each one while the private kewiresn
secret between Alice and Bob , and there is a relationshipdaetive two keys
(Ke (Kg (m)) — M) so the sender does a certain process on public key to see
the private kef P , Ko - Kq).

(P ) Indicates the operation done on the public key for knowing the

private key.
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3.6. System Security of Steganography

System security of steganography consists of 3 parts, AfideBab
represent the sender and recipient sides where the third side @bserver
Wendy, where each of Alice and Bob attempts to hide their s#at@ty using
modern technology to hiding information also Wendy attempts to discover
secret data by using methods and techniques which is called sysganal
attack the security system by supposing that there is a seesstge inside the
cover or disabling secret message as much as Wendy can. Thetlef@eneral
objective of the steganography is to prevent attackers from oimaemy
information about this method because if they any information, théyeaith
to the secret data resulting that the system is unsecutiag(E1998)

There must be two basic conditions to guarantee steganography as
follows:

1- The secret key must remain unknown for the attackers.

2- The original cover should remain also unknown for the attackers.

(Zollner et al, 1998).

For securing steganography algorithm, it must have four conditions
(Katzenbeisser and petitcolas, 2000):

1- The secret message is embed inside the cover by using public

algorithm and recognized secret key to the sender and recipient.

2- The individuals who know the secret key are themselves who are

able to extract the entire message.
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3- If attackers are able to discover the secret message msidetain
cover, they should not extract it and if they succeeded in extracting
part of it, they must not get the entire whole message.

4- Non-application of the calculations to discover secret message.

3.7. Type of Attackers

The attacker is the third party of the communication process by b&ng t
steganography. Wendy who represent the observer on Alice and Bob to keep
them away from runaway, and informing each other about the seanst ghd
preventing the message from receiving it or analyzing ikfiowing its content
or sending it after saving it. Therefore, it is called tlesdR/e or Active or
malicious observer.

- If he represents the passive observer, he will decide to send the
message or preventing its arrivals to the recipient and ptitegmto
detect the secret message.

- If he represents the active observer, he will try to modifg t
message.

- If he represents the malicious observer, he will try to chdhge
message and putting obstacles on the correspondence for any
message that he receives, Thus resulting a loss of the geessa
content

Thus Alice and Bob need to a method to resist the attacking operations

by Wendy, whereas the algorithms of steganography is complicatede
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observer's mission will become more difficult which needs from side

Conclusions and viewpoints to decrypt the algorithms of steganography.

3.7.1 Passive Attacker

The passive attacker can detect the existence of a secssageeby
using the discrete Laplace operator (Katzenbeisser and Petjt20@0). By this

operator it is possible to detect secret messages in giaysecmes.

e [

— v |

¥ 2p(X,y)=p(x+1,y)+p(x-1,y)+p(x,y+)+p(x,y-1)-4p(x,y) (3-1)
Since we can expect neighboring pixels to have a similar colquixer
p(x, y), the histogram of
VY 2P(x, y) is tightly clustered around zero for original imaga¢sithe
embedding process adds noise to the original so using this equatiotadigmat
does not prove the existence of a secret, but it will provide seadgnce that

the picture was subject to modification.

3.7.2 Active Attacker

An active attacker, who is not able to extract or prove theesdstof a
secret message, thus can simply add random noise to the tradscoier and

So try to destroy the information. In the case of digital imaaesttacker could
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also apply image processing techniques or convert the image to rafilethe
format. All of these techniques can be harmful to the secret coioation.
Another practical requirement for a steganography system, theres
robustness. A system is called robust if the embedding informagionot be
altered without making drastic changes to the stego-object. Tlosv delo

equations used to authenticate if a steganography system resisting

robustness:
Di(P(Ed(c,m,k)=Dy(Ex(c,m.k),k)=m (3.2)
D (P(E (c.m))=D(E(c,m))=m (3.3)
Where :

P: means any cover processing
Equation (3-2) is used upon usage of the secret key in embedding process.
Equation (3-3) is used upon usage of pure steganography system.

Other operations may happen between the sender and the recipient to
assure reaching the same cover. One of them is called auditientievhich
indicates the agreement between the sender and the recipientetant\alue
of the image where each one of them makes sure of this image upon sending and
receiving during the extraction of the secret message to etslivering of the
same cover. There are also algorithms resistant for attaokierations partially
such as: DCT, it is possible to conduct the same modification operdtorsy

the attackers to return the cover to its original shape befaicégnh operation.
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3.7.3 Malicious Attacker

He is the one who sends the secret message to the recipient aft
changing the cover or the content where the recipient cannot makeosarthe
accuracy of the secret message and to avoid malicious obgberershould be

security algorithms resistant for attacking operations and necrees.

3.8. Steganalysis

The objective of steganalysis System done by attackers istidgt¢he

steganography operations besides other targets for this operationngfiethe

following:
1- Deactivation: It is preventing the delivery of the secressage to its
owner.
2- Extractions: It is the attempt to extract the secret messag

3- Confusion: It is the operation of replacing the cover with another one

for deceiving the recipient about the secret message.

There are other detentions to this operation including the following:
- The art of detecting the secret message inside the ¢&teng, 1998)
- Itis a technique to determine the hiding message then atbentot

extract it from the cover. (Joanson and Jajudia, 2001)

The steganography system consists from several contents which the

attackers might reach to some of them to conduct analysismrathéllows:
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1- Stego-only attack : only the stego-object is available for aisaly

2- Known cover attack : the original cover-object and stego-object are
both available for analysis.

3- Known message attack : at some point , the hidden message may
become known to the attacker . Analyzing the stego-object for
patterns that correspond to the hidden message may be beneficial for
future attacks against the system. Even with messagemtysbe
very difficult and may even be considered equivalent to the stego-
only attack.

4- Chosen stego attack : The steganography tool ( algorithm ) and
stego-object are known.

5- Chosen message attack : The steganalyst generates steddrohjec
some steganography tool or algorithm from a chosen message. The
goal in this attack is to determine corresponding patterns in the stego-
object that may point to the use of specific steganography tool or
algorithms.

6- Known stego attack : The steganography algorithm ( tool ) is known

and both the original and stego-object are available.

3.9. Kerckhoff Principles

Kirchhoff suggested a set of principles that must be availablegdtire
encryption process until the process as required and correct, since the encryption

process involved with the process of steganography in the seaudiyptagrity
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of the data, you must observe these principles when using the steganog
process, and these principles are: ( Rabah, 2004)

1- The process of extracting the secret message must be ntcaasy

for the receiver and scalable mechanism to extract.

2- The secret key must be easy to handle and store.

3- Possibility of transfer encoded text using the Telegraph.

4- The possibility of transfer the system easily.

5- Apply the system must be easy, since it does not require maasy rul

or mental effort.

3.10. Steganography System Security

To increase the security of steganography methods it should hagke a hi
degree of similarity between the original cover and the cetéh contain the
secret message Stego-Image, and for this purpose therecabasie methods
used to prove the security of steganography system , these matbods

1- Similarity function.

2- Entropy function.

3.10.1 Similarity function

The embedding process is defined in a way that a cover and the
corresponding stego-object are perceptually similar. Formallyceptual

similarity can be defined via similarity function:
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Definition 2.3 (Katzenbeisser and Petitcolas, 2000): (Similanitgtion)
Let C be a nonempty set. A function

sim C? - [-0,1] is called similarity function on C, if for ¢

sim(x,y) =1 x=y

For x£y, simix,y) <1

In the case of digital images the correlation between twoemagn be
used as a similarity function. Therefore most practical stagaphic systems
try to fulfill the condition sim(c,E(c,m))=1 for allme M and ce C.

. 2 —x)(@yi—Y)
VIGE —%)? X —§)?

Wherex is the cover imagey is the stego-image is the mean of the

(3.4)

Xi's, y the mean of the;g. if the value ofr is near | then the vectoxsandy is
highly correlated, and if it near O indicates that x and y is ueleted (Norusis,
M..l. 1982).

For every communication process, a cover is randomly chosen. The
sender could also look through the database of usable covers and seteet one
the embedding process will change the least.

Such a selection process can be done via a similarity fursitrorn the
encoding phase, the sender chooses a cover ¢ with property

c= r£1é916><51m(x,E(x, m)) (3.5)

The sender could select one, best suitable for communication. Such a
technique, called selection method of invisibility (Katzenbeiaser Petitcolas,

2000).
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3.10.2 Entropy function

An information-theoretic model for steganography was proposed by
Cachin (Cachin, 1998) which gave a definition of the security of the
steganographic systems.

The main idea is to refer to the selection of a cover asdona variable
C with probability distributionPc. The embedding of a secret message can be
seen as a function defined @ let Ps be the probability distribution of
Ex(c, m, k) that is the set of all stego-objects produced by the steganagraphi
system. If a covec is never used as stego-object, thirs{c) =Q In order to
calculatePs, probability distribution on K and M must be imposed. Using the
definition of relative entrop(P: || P,) between two distributio; andP, are

defined on the set,

255
P1
U(P1 || P2) = Z Pc(n) lOgZTEnn; (3.6)

Which measure the inefficieney that the distributioR-i#here the true
distribution isP;. The impact of the embedding process on the distribiRmon
can be measured. Specifically, we define the security of anstgaphy system

in terms ofU(Py || P2).

3.11. Invisibility of Steganography
In data hiding, we have two primary objectives, the embedded detia m

be imperceptible to the cover, including the observer's resoumes as
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computer analysis, and it should have maximum payload possibldalifficalt

to quantify how imperceptible embedded data is. In the case of image
steganography, the typical observer's detection resources indledbuman
vision system ( HVS ) and, potentially, computer analysis. rkost of the
methods presented in the previous section using imagery, the iipiotite of

the embedded data is indicated by illustrating the original image its
counterpart with embedded data so that their visual differencaryjfcan be
determined. Additionally the mean-squared-error (MSE) (2.8) or pgakigo-

noise ratio (PSNR) (2.9) between the original and stegoimagéenpsesented.

The original image’s pixels are represented(gsand the stegoimage pixel as
Xl-j . The variable L reflects the peak signal level ( L=255 for graystaiges )

( Kutter M. and Petitcolas F. 1999).

N
1 7 _
=1 j=1
2
PSNR =101 db 3.8
0810 MSE (3.8)

Where:
X;j is the original image pixels

X;j is the secret image

L = 255 When using the gray image.
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Chapter Four

Related works

4.1. Introduction

In the recent years, several of the steganography techniquedbdmve
suggested where most of them on substitution system which working on
replacing part of the original cover by the secret message thitheghighest
degree of payload but it is not resistant to attacking processhen different
methods occurred to resist the attacking processing howeyerdbeld
not hide large amounts of data.

There are numerous classifications of the steganography sbere of
them depend on the used cover in embedding processing besides, theaayare
standards which should be taken into consideration in classifying the
technologies used to hide the information by using the steganograjbiningc
(Possibility of loading on the cover directly or using the origkey between
the sender and the recipient or using statistical equations Eigyre (4-1)

shows these classifications: (Katzenbeisser and Petit28ia@3)

Steganography
1
1 1 1 1 1
Substitution T';:;f;;m Statistical Distortion Cover Generation
Systems . Methods Techniques Methods
Techniques

Figure Q-1) Classifications of the Steganography
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4.2. Substitution systems

This kind of systems depends on hiding the secret message by thiee
following: Last significant bit, replacing part of the origia@ver by the secret
message without affecting it. After that, the data isaeted from the site that

was replaced.

The following Figure (4-2) shows some of the methods which use the

Substitution
System

substitution systems.

Image
Downgrading Quantization

EN Information

Cover Regions
and Parity Bits

Pseudorandom
Permutation

Significant Bit
Substitution

and cover and Dithering Bi:;;(rj:/nlfr;nlgge

Channels

Figure Q-2) Substitution Systems Methods

4.2.1 Least Significant Bit (LSB):

It is mainly common used method in which through it the leasttgusli
replaced in each byte where it is considered the simplest methdidd to other
more complex methods by dividing the cover into primary elements
(Katzenbeisser and Petitcalas, 2000) and to extract the sexssage the least
important site will be selected from each element, thealgorithm (4.1) and

(4.2) show the Embedding Processing, Extraction Processingctigspe

—
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Algorithm 4.1 : Embedding Processing : Least Significant Bit Substitution

Forl=1,........ L(c) do

Si « Ci

End for

Forl=1,........ L(c) do

Compute index ji where to store ith message bit
Si— Ci o Mi

End for

Algorithm 4.2 : Extraaction Processing : Least Significant Bit Substitution

Forl=1,........ L(c) do

Compute index ji where to store ith message bit
Si — LSB(Ci)

End for

In order that the recipient, he collects a series of tharies which are
located at the end of each point, the recipient has to know thesndicae the
data are embedded inside it. This means that the load of shoaldt@qune of
the cover elements but its load is less than the covereaks number, it means
the end of the secret message before reaching to the last element includéd in it.
means that, the elements were not used in embedding proredsch resulted
in dividing the cover into two parts: modified section (the dateeveenbedded
inside it where the other one is unmodified (It is not used in embedding
processing), for solving this problem, it is suggested that etibedding
processing is to be distributed on the entire cover and not on iiagtahere
the space for data includes the whole cover and the replacemeoneas

randomly.
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Algorithm processing principal
The gray-scale consists of a group of pixels and each pixe8 huis
starting by most and ending by least which means transfettlieagntended

secret message to be hidden to binary image pixels.

Mosi 8 7 6 5 4 3 2 1 Leas
Pixel

Embedding Processing

1. Adding one binary image to hide inside the site which is feast
each point.

2. The points are transferred into to another image which inclhees t

secret message (Stego_Image).

Extraction Processing

1. Extraction each binary image from each point.

2. Collecting the series of binary images to get the hidden geessa

This algorithm is distinguished by the highest storage capadiigh
reaches to 32kbyte inside an image measured 512x512 of the GlaywBese
the difference between the original and secret images is litde due to
modifying the last binary image in each point.

One of this algorithm disadvantages: losing the secret mesgaue
making any attacking processing by the attackers where thegtdbe data

inside the secret message because of it is easily t@keitra
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4.2.2 PSEUDO-RANDOM PERMUTATIONS

In this algorithm distributing the secret message is insidectwer
randomly, besides finding the Index for each element inside the pedcess
embedding processing while the extraction processing depends on the Seed
principle meaning repetition of the random values upon their execution for
ensuring the message values. This algorithm works on increasirtgeof
complicated processing on the attackers because, but it does not #w@sure
arrangement of the secret message the same as the aignal

The above processing caused the problem of collision meaning that
choosing any points for more than once. It means repetition adding binary image
from the message inside the site (the element) as one ofottee which
resulting in distortion of the message due to changing some of ltheswahere
more load of the message; the possibility of the collision neilease.

To solve the collision in this algorithm vector will be added inakhi
each element index of the cover will be clarified. After ih&& embedded and
another binary image is to be selected reaching to the end otssage.

The collision problem can be solved through usage of algorithm number
(4.3) suggested by Aure Tumoas dated 1996 in which the embedding $eat wil
be located without repetition or collision. This algorithm is usedwhe cover
is a digital image with the two dimensions X and Y dividing therat key into
three keys K K, Ks then the embedding site will be computed giving new

value each time.
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Algorithm 4.3 : Computing the index ji using Pseudorandom Permutation

— i.div. X

«— i.mod. X

«— (vthg(u)) . mod . Y
— (u+hge(v)) . mod . X
«— (vthg(u)) . mod . Y
j «— vX+u

\'
u
\'
u

<

For extraction of data from the site where the embedded processing
done, it is a must to know the keys, K, K3 where this algorithm needs the
previous used one in each embedding binary image of the secregenesseh
resulted in increasing of the necessary time to implemenAtg@ithm as the
following example:

Indexes: 1 2 3 4 5

Binary images: 00011101, 01000111, 000110, 11000010, 11010110

Secret Message: 0,1,1,0,1

Embedding Processing as follows:

1. Selecting the first pixel of the image randomly for embeddiaditst
binary image from the message vector (B).

2. Selecting new pixel of the image randomly for embedding new binary
image from the message vector (B) by choosing new elemenh whit be
embedded inside the binary image of the secret message and asldiig fo

the vector (B).
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Extraction Processing

For ensuring the right series of the message, the same pngoegkbe
repeated at the end of each point by using SEED principle to obtagaitine

random values.

4.2.3 Image Downgrading and cover Channels

It is a special case of the replacing systems of the original imagyeais
in the same time. For performing the embedding processing by usmg t
method, the secret and original messages have the same dim&hsienthe
sender replaced the least part or (for binary images from ganot) with the
most higher part of the secret message (for binary images éach point).

Figure (4-3) Regression Technique and the secret messages show tha

Original Cover Secret Messape
CBl|CT|[Ce |CH|C4 | C3| C2 Cl MS| M7 Mé | M3 | M4 | M3| M2 | Ml
8 7 6 3 4 3 pl 1 8 7 6 3 4 3 2 1
Most Least Most Least
Stepg Cover
CBl|CT|Ca| Ch|C4| C3| C2 Cl
8 7 6 3 4 3 2 1
host Least

Figure Q-3) Image and cover Channels
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In figure (4-3), the highest part of the original image will be redngith
its similar of the secret message for obtaining the sexmeé¢r where the
recipient extracts the least part from each point to get ttretsmessage, in
spite of the fact, such method is unsecure in the required way, éQutes
sufficient to send a rough estimate for the secret messageséicret image).

(Katzenbeisser and Petitcalas, 2000).

4.2.4 Quantization and Dithering

Each pixel of the digital image has a certain value repreggittie
colored density (the colored degree) where the adjacent pixetsrarergent in
the colored density. This Algorithm depends on finding the deferencedetw
each two adjacent pixels as in the following equation: (Katzenbease
Petitcalas, 2000).
R o)) (R %) Ie—— (4.1)
The following Table (4-1) represents the differences between the

adjacent pixels between the sender and the recipient.

Ai -4 -3 -2 -1 0 1 2 3 4

M 0 1 0 1 1 1 0 0 1

Table 0-1) Represents the differences between the adjacers pixel

For embedding the secret message inside the cover, the differenc

between each two adjacent points based on the equation (3-1) where t tabl

be prepared representing the differences as in the table (4-&xaimple, if the
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difference equals -4 , the embedding value is 0, but if the @iféeris (-3), the

embedding value is (1) where the extraction process is done acctrdimg

values table of the differences comparing it with the table representingcties s

key then extraction of opposite value as in the following examples:
Example :

Embedding Process

Original Image Values Secret Key Stego image Values

90 90 92 90 | Ai -2 -1 0 1 2 90 90 92 | 91

93 92 90 90 m 1 0 0 1 0 93| 91 90 90

89 88 90 91 88 88 90 91

93 91 91 93 93 91 91 93

Secret Message Values

A 0 1 0 0 0 0 0 1

Extraction Processing

Stego image values and the secret keys are the inputs fprdbess.

Secret Key Stego image Values

Ai -2 -1 0 1 2 90 90 92 | 91

M 1 0 0 1 0 93 | 91 90 90

88 88 90 91

93 91 91 93

In the extraction processing, the difference between adjacent ints

specified, then comparing the difference value with the table xracéon the
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secret message with knowing that , the difference betweeirshenvo points is

0 and the value is also is 0 and so forth.

4.2.5 Cover-Regions and Party Bits

This method depends on dividing the original cover into a group of equal
parts then embedding binary image in each one of them and in theiseme
the cover is divided to equal parts similar to the load of theesegessage
according to the following formula:

P() =3 LSB(G) . mod . 2 -------mmmmeee 4.2)

The equation (4.2) finds out the value the values of LSB as (the las
binary image from each pixel) then finds its results by dividimgto 2 which is
(0) that will be embedded where LSB its result is identic&(th After that the
equation (4.2) will be applied on each part of the image which reysetee
secret message result.

Regardless, that such method does not resist the attacking prgcessi
with least storage capacity but it gives a high degree o$ithiarity between
the original and the secret images as the sender who is thieabrspecifies the

modification location inside the part. (Katzenbeisser and Petitca000)

4.2.6 Information Hiding In Binary Image

The binary image consists of two colors only which are the white a
black where the pixel with value (1) has the white color and the wixelvalue

(0) has the black color. As example of this kind of replacemeniggested by
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the two scientists Koch and Zaho as they indicated that the embedding process is
done through dividing the binary image to a group of blocKst(@n, the value
(1) will be embedded inside the block (1), if the percentage of Hite wolor
for hiding the value is #B;) > 50% and (0) if the percentage of the black color
for hiding the value #B;) > 50% where the required color percentage will be
increased by using the change indicator A ).(

P1 (Bi) < RO (Bi) - & ----r-nnmmmmeen (4.3)

P1 (Bi) < RO (Bi) + & -----nnnmmmeemm- (4.4)

In case that the points which will be modified affecting the endbe
block remains (Bi) is unused and invalid.

For extraction of data from the binary image, the unused images in
embedding process were excluded, then, the value will be extraotadtte
block (1) (Bi) , if the percentage of the white color is bigipan R(B;) > 50%
and the value (1) is extracted, the value will be extracted from the block )1) (Bi
if the percentage of the black color is bigger thaiB# > 50% and the value
(0) is extracted and the embedding and extraction Algorithm (4.4) as)daf4.

adopted in the embedding and extraction processing. (Khader, 2004).

Algorithm 4.4 : Embedding data I n Binary | mage:

Forl=1....... L(m)

[* test if block Bi is valid

If P1(Bi) > R1+ 3 OR P1(Bi) < RO - 3Then Continue

If (Ci=1 and P1(Bi) < R0 ) OR ( Ci=0 and P1(Bi) > R1) Then
Mark Block Bi unusable, i.e. modify Block so that

Either P1(Bi) < RO-3ORP1(Bi)>R1 + 3

Continue
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End if

Break

/* Embed Secret Message bit in Bi */

If Ci=1 Then

Modify Bi so that P1(Bi) > R1 and P1(Bi) < RL+
Else

Modify Bi so that PO(Bi) < RO and PO(Bi) < RO+
End if

End for

Algorithm 4.5 : Extraction data from Binary I mage

Forl=1......... L(m)

/* test if block Bi is valid

If P1(Bi) > R1+ 3 OR P1(Bi) < RO - 3Then Continue
Break

[* Extract Secret Message bit From Bi */
If P1(Bi) > 50% Then

Mi=1

Else

Mi=0

End if

End for

4.3. Transform Domain Techniques

The replacement methods depend on embedding the secret data inside
the original cover directly spatial domain but it is effectecahy modification
on the original cover (or the secret data is either lost orayest upon
implementing any handling processing on the cover by the attackeid) 18
not seen by the naked eye, and characterized by the possibilitthaftbrgge.

But, we sometimes, need more security in data transferring@$s s
well as, a higher resistance degree by the used cover in Ipiingssing upon

any change or handling by the attackers, it means that, (theisowareffected
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by any modification processing, thus, the secret data remains hicdeéa the
cover) depending on the following factors such as: the load of trangfeiata,
changing of the cover for frequency domain to resist the attackowgssing
embedding of the secret data inside the cover and changing thepoiatgeby

the functions like Discrete Cosine Transformation (DCT) .

4.4. Statistical Steganography

This technique depends on implementing a group of the statistical
processing to the original cover based on the secret messagethdeover is
divided into a set of parts that each one of them is specified to embexnhranel
of the secret message (mi) as the modification will be egdoorh the opposite
side of the data values equal “0”. The recipient has to distinduesiveen
modified and unmodified parts of the cover to extract the secretagesvhich
embedded by M, the cover division C, the blocks Bi in the load ofebeets
message L (m) bases on the equation (4.5)

L(C)=B1+ B2+ ........... BL (Mi) cooeeeeeeeeeeeeeeanns (4. 5)

As L (C) is the cover load and L (Mi) is the secret meshzaypk

- If mi = 1, the modification will be done on the block.
- If mi = 0, modification will not be done on the block.

Function F is used to distinguish between the cover blocks baskd on t

following formula :

1 : Block (Bi)ymod i fied
0 : otherwase

F(Bi) = {
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The researcher in this field has to find (Hypothesis- Testingtian
which is a statistical operations implemented on the points of ledlack for
distinguishing between the modified and unmodified blocks where this function
covers a certain value, if the block is modified and (0) valuthe block is

unmodified. (Katzenbeisser and Petitcalas, 2000).

4.5. Distortion techniques

the Steganography techniques depend on embedding the data inside the
cover (distortion the cover) by using one of the replacement metmodtha
secret data is extracted by the comparison between the original and seaset cove
(the distorted) where the difference degree between them thet skata, it
means that, the method needs the original cover for extractingetnet data

(the secret key is the original cover).

4.6. Cover Generation Techniques

In the previous technologies, the selecting of the cover was done
randomly, and then the secret message was embedded inside thebabwer
this technology, special covers are generated for the Stegphgggstem for

correspondence of the secret message.

Find below the description of Gutub’s pixel indicator and Ghosal's New

Pair Wise Bit algorithms which are part of the modern studidisis field.
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4.7. Gutub’s Pixel Indicator Algorithm

This algorithm is invented by researchers Adnan Gutub, Mahmoud
Ankeer, Muhammad Abu-Ghalioun, Abdulrahman Shaheen, Aleem Alvi. It
embeds the secret data directly on the cover spatial domain basB&B
image as a cover for secret data where the pixel indicatbnitpie uses the
least two significant bits of one of the channel from Red, GradrBiue as an
indicator for existence of data in the other two channels. The indichannels
are chosen in sequence, with Red being the first in the first\phile Green is
channel 1 and Blue is the channel 2. In the second pixel, Green slit&tor,
while Red is channel 1 and Blue is channel 2. In third pixel Blue is the indicator,
while Red is channel 1 and Green is channel 2. (Gutub, 2008)

The following table (4-2) shows the relation between the indicator and

the hidden status inside the other channels:

Indicator Channel Channel
0]0 No hidden dat No hidden dat
01 No hidden dat 2 bits of hidde date
10 2 bits of hidde datz No hidden dai
11 2 bits of hidde datz 2 bits of hidde date

Table 0-2) Shows thé¢he indicator and the hidden status inside the other channels

The hiding algorithm is flowcharted in Figure (4.5). The recovery

algorithm is flowcharted in Figure (4.6) and it will stop basedhanléngth of

the secret message, which is stored in the first 8 byté® alover image.
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Cover Image

Extract the lengih of message that
stored in the first 8 bytes of first row
of cover image to variable {remaning)

v

Starting from second row

¥

check the 2 LSBs Of the indicator <
Channel
¥ . o Chan
If Equal to 0 O . o it ]
Mo
Extract 2 bits of data from 2 LSBs of
: : channel 1
A B a1 remaining =remaining-2 |
Go to next pixel
fooid
Extract 2 bits of data from 2 LSBe of o
. " » channel 2
ITEque 10,510 i remaining =remaining-2 1
Go to next pixel
Mo
Extract 2 bits of data from 2 LSBs of
channel 1 and 2 bits from 2 LSBs of
If Equal to 1 1° v sl channel 2 1
remaining =remaining-4
Go to next pixel

IT rermaining >0

z
a‘g

Figure 0-4) Gutub’s hiding algorithm flowchart
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Cover Image

¥

Extract the length of message that
stored in the first 8 bytes of first row
of cover image 1o variable {remaning)

2

Starting from second row |

]

check tha 2 L5Bs Of the indicator <
Channel

. Mo Change e —
If Equal to '0 ¢ e Go to next pixel '
Ha

Extract 2 hits of data from 2 LSBs of
If Equal to '0 {' Yt* channel 1 lﬁ

rEmaimning =remaining=2
3o to next pixel

Extract 2 bits of data from 2 LSBs of
If Equal to '1 &' TS channel 2 '

FEmaning =remaining=2
Go to next pixel

Fxtract 2 bits of data from 2 LSBs of
channel { and 2 bits from 2 LEBs of
f Equal to ' 1! eru channel 2 0
remaining =remaming-4
Go to next pixel

79

If remaining =0

e‘f

Figure Q-5) Gutub’s recovery algorithm flowchart
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This algorithm is characterized by the data load which can lssifodal
inside the cover but, it is weak from the security level whettee indicator
chossen sequentially. Also, the algorithm uses fixed no of bitschannel (2
bits) to store data and the image may get distorted if moseabit used per

channel.

4.8. Ghosal's New Pair Wise BitAlgorithm

This Algorithm is invented by researcheGhosal proposed a
seganographic method works by considering the three channels (vigreed,
and blue) of each pixel of the cover image one by one up to the (maxifmum,
desire) last pixel and calculating the number of ones and zeroé® ired
channel. Then, calculate the absolute difference value of the nwhberoes
and number of ones which is again divided by the total embedding channel
numbers viz. green and blue which is 2 for a 24 bit color image réhdtant
number of bits of the hidden data is embedded on the LSB part (in b& odng
0-3) of the green and blue bytes (channels) of each pixel of the icoage

respectively. (Ghosal, 2011).

Embedding Procedures :

Step 1: Load the 24-bit color image as cover.

Step 2: Load the data (usually, text or image) which is to be caede

Step 3: Consider the Red, Green and Blue channels of pixels stestmthe

first to a maximum of the end pixel to hide theetanformation in the
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cover. That means, only the requisite number oflspx@eeded from the
cover which can hide the entire secret information.

Step 4: Calculate the number of 1's and number of 0’s in the Red cludiraaih
pixel.

Step 5: Calculate the absolute difference value of number of 18'suindred
channel.

Step 6: Divide the difference value results by the number of chatmbe embedded
in a pixel which is 2 for a 24 bit color image.

Step 7: Now, the resultant number of bits of the embedding siadesémbedded till
a specified number of pixels and then data is to bedelath®n the LSB (up to
3rd bit position) part of the Green and Blue bytesdaf p&el of the cover
image where the Red channel will act as an iradicat

Step 8: The final stego image is to be produced.

Extracting Procedures :

Step 1: Load the 24-bit color stego- image.

Step 2: Consider the Red, Green and Blue channel of pixels stastingHe first of
the stego-image to a maximum of the end pixel.

Step 3: Calculate the number of 1's and 0’s in the Red channel opieath

Step 4: Calculate the absolute difference value of number of 1'swanider of 0’s in
red channel.

Step 5: Divide the difference value results by 2 in the sanmaena

Step 6: Now, the resultant number of bits of the size data isaattected by
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traversing a specified number of pixels and dependitige size of the

hidden data, the requisite secret data is éxtbected from the LSB part of

the Green and Blue channels of each pixel of the steage where the Red
channel will act as an indicator.

Step 7: Now, the hidden data will be extracted from the stegceimag

For example of how the above method works. Let we assume, the bit
pattern (R, G and B) for two consecutive pixels of a 24-bit colaganis as
shown below:

11111010 00010111 10000010 00010001 00110011 10101010

Now, if we want to embed a character ‘B’ (has the binary value
01000010), we need to follow the above method. So, as per our method the
number of one’s in Red byte is 5 and number of 0’s in Red byte is 3hé&o,
absolute difference value is (6-2) =4. Dividing the above re$wit2 yields
=4/2=2. So, bit embedded on the LSB part of the green byte is 2 and bit
embedded on the LSB part of the blue byte is also 2. Also, for the secone R byt
the number of one’s is 6 and number of zeroes is 2. So, the absolateraiff
results value is = (2-6) = 4. Dividing the above results vajue yields =4/2=2.

So, bit embedded on the LSB part of the green byte is 2 and bit embedded on the
LSB part of the blue byte is also 2.
Now, the bit stream of the stego image will be as shown below:

11011010 0001Gm 1000000 11111001 001100 10101010
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So, by replacing only 4 bits in 4 numbers of selected bytes, whidan
the binary string 01000010.

This algorithm is characterized by the data load which can lssifodal
inside the cover and where the distortion is very less and usjuéiéy/tough to
find out any differences by human eyes. but, it is weak from tharigelevel
where, data is to be embedded on the LSB (up to 3rd bit position) piue of
Green and Blue bytes of each pixel of the cover image whereeateannel

will act as an indicator.

4.9. Analytical study of the previous techniques

Throughout study to the steganography techniques we found that there
are some advantages and dis advantges of those techniques such as:

- Substitution systems domain techniques are the best of
algorithms in terms of the data load while it is difficult to
discover and unaware sensory by the human beings where the
cover can be text, image, sound or animation but, it is not
resistant to the robust operations.

- Transform domain techniques are the best of algorithms in terms
of security and resistance to attacks but, they cannot store hidden
data inside RGB images with big load which is considered very
little comparing it with replacement algorithms. Consequently,
the images are considered the only cover for this type of

algorithms.
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Statistical steganography is considered the most algorithms
complexity because it is difficult to be detected by the attacker
but it is hard to be applied since that it needs a theory for
distinguishing between modified and non- modified blocks.
Distortion techniques are distinguished to be easily applied but, it
is the least security algorithms because, it requires tlginaki
cover to extract the secret data through comparing them with the
secret cover.

Cover generation techniques cannot store the data inside any
cover but, they can be stored inside special covers which dives a
the beginning higher security where they become the least
security after a while due to recognition of the approved covers

that used in the data embedding processes.
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Chapter Five

Proposed Algorithm

5.1. Overview

Start research in this area from the beginning of the eigivies the
researcher Simmons represents a model for the conceptgahstgaphy by
explaining of the prisoners problem that have been described previausly
Chapter 3 of this thesis, and then a varied ways of embeddireg data inside
of the cover have been suggested through a series of studiegradsien two
methods for hiding the secret data, these are :

1- Embedding data inside cover using a spatial domain.

2- Embedding data inside cover using a transform domain.

5.2. The Proposed Model

A good approach to image steganography should aim at concealing the
highest amount of data possible in a cover image. The leasficaghibit
scheme is one of the simplest and easily applicable data hidthgase which
directly embeds bits of secret data in the least signifibaatof each image

pixel. Variations of this technique rely on optimally replacingetidly chosen
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pixel bits with message bits to improve the image quality armmdeide larger
hiding capacity.

Images are the most widespread carrier medium used as thejffea
high hiding capacity. However, altering the least signifidatst of 8-bit images
would produce poor quality stego-images. Therefore, 24-bit RGB cobuyem
are preferable as their color values can be directly modifigtbwt noticeable
degradation in image quality.

The proposed technique will be used to hide text message in BMP image
with 24-bit color depth, the text message is converted to binargsemation
and after that embedded it in cover-image using a spatial domerproposed
model represents a new technique for hiding text message insiti ugiges
in a new randomization manner.

This technique divided it to two algorithms:

1- Embedding algorithm: for sender.

2- Extraction algorithm: for receiver.

5.2.1 Embedding Algorithm
Input : Secret Message , Cover-image.
Output : Stego-image.
Embedding algorithm steps :
1- Convert the text message to binary representation.
2- Calculate the Length of Message.
3- Store the message length into first 8 red bytes ( in firsk@gpof

image in using two bits from LSB of red channel).
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4- Finds Allocation for embedding data inside image by testing the

pixel to make a decision to embed a part of text message or not by

an Indicator starting from pixel number nine. The following table

(5-1) shows the relation between the indicator and the hidden status

inside the other channels in pixel:

Indli?cezgor Green Blue ‘
00 No hidden data No hidden data
01 No hidden data hidden data
10 hidden data No hidden data
11 hidden data hidden data

Table 0-3) Shows indicator and the hidden status.

5- After choosing the pixel for embedding the first byte will be an

indicator (Red channel) and other two channels (green, blue)do hid

inside these two channels or one of them depending on theofalue

indicator . The following table 5-2 shows the 24-bit RGB image

color space and indicator position:

8l7]e/5/4/ MM 8| 7/6[5[4[3[2]1

8|7/6|/5/4]/3][2]1

Redchannel Greernchannel Blue channel
8-bit 8-bit 8-bit
24-bit pixel

Table (0-4)Shows the 24-bit RGB image color space and indicator position

6- Indicator selection will stop once the message stored in the image. it

depends on a counter which holds the length of message. in each

selection this counter will decrease.

7- If the channel choosing to embed the data in it, then the channel will

divided into two parts , least significant part and most sigaitic
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part, each part consists of four bits by process (Hide): table 5-3

illustrate this:

Most significant part least significant part
Channel which is chosen for embedding

Table Q0-5) Channel parts
The most significant part used to determine the number of bitagh le

significant part which it will modify to enter the hiding datatin
8- Calculate the number of zero’s in the most significant part :
9- Hide process will done by :
A- If the number of zero’s = 4 or 0 then one bit of least significant
part will use to hide one bit of secret message.
B- If the number of zero’s = 2 then two bits of least significant par
will use to hide two bits of secret message.
C- If the number of zero’s = 3 or 1 then three bits of least significant

part will use to hide three bits of secret message . taldle 5

illustrate this :

Number of Zero’s Number of bit
In To Embedded in
Most significant part Least significant part
40RO 1 bit
2 2 bit
30R1 3 bit

Table Q-6) Hide process

5.2.2 Extraction Algorithm
Input: Stego-image.

Output: Secret Message.
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Extraction Algorithm Steps :

1

Extract the message length from first 8 red bytes (in first 8 pixels of

image by using two bits from LSB of red channel )

2- Store the message length into variable ( STOP )

3- Finds allocation for extracting data from image by testing tkel pi
to make a decision to extract a part of secret message or aot by
Indicator starting from pixel number nine.

4- After choosing the pixel for extracting, the first byte will e a
indicator (Red channel) and other two channels (green, blug)ewill
channels 1 and 2. These two channels or one of them will Dease
extract a part of secret message depending on the value aftandic

5- Indicator selection will stop once the stop counter value will be
zero. Stop a counter which holds the length of message. And in
each selection this counter will decrease.

6- If the channel choosing to extract the data, then the channel will
divided into two parts , Least significant part and Most sigaific
part, each part consists of four bits by process (Extract).

7- Calculate the number of zero’s in the most significant part :

8- Extract process will done by :

A- If the number of zero’'s = 4 or 0 then one bit of least
significant part will use to extract one bit from secret

Message.
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B- If the number of zero’s = 2 then two bits of least significant
part will use to extract two bits from secret message.
C- If the number of zero’'s = 3 or 1 then three bits of least

significant part will use to extract three bits from secret

message .

Figure (5-1) illustrates the flowchart of embedding al¢ponitand Figure

(5-2) illustrates the flowchart of extraction algorithm.
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Process HIDE
Divide the channel into two parts
Most significant part & least significant part
start
Count=0
Calculate the number of zeros in
Most significant part and store it in
Count variable.
Hide 1 bits of data
into | LSBs of a channel.
Caleulate the new STOP Value
Hide 2 bits of data into 2 LSBs
ol a channel.
Calculate the new STOP Value
Cover image. message .
Hide 3 bits of data into 3 LSBs
¥ of a channel.
T : = Caleulate the new STOP Value
message is converted 1o binary representation
and Extract the leneth ol message

2

Store the message length into first 8 red bytes ¢ in first 8 pixels of image in
using two bits from LSB of red channel )
Also store the message length into variable ¢ STOP

¥

First indicator it will be a red
channel from pixel number nine.

v

Test the 2 bits of LSB of the
inductor red channel

NO embedding
Go to Next pixel

NO embedding in channel | (Green) Process HIDE
Embedding in channel 2 ¢ Blue ) GO 10 process HIDE

Go 1o Next pixel

Process HIDE
Embedding in channel 1 (Green) GO to process HIDE
NO

bedding in channel 2 ( Blue )

Go 1o Next pixel

Embedding in channel | (Green) GO to process HIDE Process HIDE
Embedding in channel 2 ( Blue ) GO to process HIDE

Go 1o Next pixel

Figure 0-6) Flowchart of a proposed embedding algorithm
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Process Extract

Divide the channel into two parts
Most significant part & least significant part

Caleulate the number of zeros in
Most significant part and store it in
Count variable,

!

If count=00R 4 Extract 1 bits of data
into 1 LSBs of a channel,
Caleulate the new STOP Value

Extract 2 bits of data into 2
LSBs of a channel.
Calculate the new STOP Value

Sego-image

It count=10R 3 Extract 3 bits of data into 3
LSBs of a channel.
Calculate the new STOP Value

A

Extract the message length from first 8 red bytes ( in first § pixels of image
by using two bits from LSB of red channel )
Also store the message length into variable ( STOP )

!

First indicator it will be a red
channel from pixel number nine,

¥

Test the 2 bits of LSB of the
inductor red channel

NO Extraction
Go to Next pixel

NO Extraction from channel 1 (Green)
Extraction from channel 2 ( Blue ) GO (o process Extract

Go to Next pixel

Extraction from channel 1 (Green) GO (o process Extract
NO Extraction from channel 2 ¢ Blue )

Go to Next pixel

Extraction from channel 1 (Green) GO to process Extract Process Extract
Extraction from channel 2 ( Blue ) GO 1o process Extract [

Go to Next pixel

Yes No

Figure QO-7) Flowchart of a proposed extraction algorithm
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5.2.3 Example

* Secret Massage : ;1001 1111,

* Embedding algorithm

- Convert the text message to binary representation.

- Calculate the length of message = {(36)(00000000 00010009)

- Store the message length into first 8 red bytes (in first 8pofeimage by
using two bits from LSB of red channel).

- Store the message length into variable STOP.

- Finds allocation for embedding data into image by testing the jpixebke a
decision to hide a part of secret message or not by an Indicatiomgfrom
pixel number nine.

- If the channel choosing to hide the data, then the channel will divided i
two parts , Least significant part and Most significant ggath part consists
of four bits by process hide.

- Calculate the number of zero’s in the most significant part :

- Hide process will done by :

* If the number of zero’s = 4 or 0 then one bit of least signifipant will
use to hide one bit of secret message.

* If the number of zero’s = 2 then two bits of least significant pdal use
to hide two bits of secret message.

e If the number of zero’s = 3 or 1 then three bits of least sigmfipart

will use to hide three bits of secret message .
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counter which holds the length of message. In each selection this couhter wil

decrease.

The table 5-5 illustrates this :

Before Hide Y/N | After Hide Binary Representation before hide Binary Representation after hide
No pixel pixel pixel pixel

R| G B R| G B R G B R G B
9 [31]93 |154| Y | 31| 92 | 152 | 0011 1111 | 0101 1107 | 1001 1070 | 0011 1111 | 0101 1100 | 1001 1000
1032 94 | 161 | N | 32| 94 | 161 | 0010 0000 | 0101 1110 | 1010 0001 | 0010 0000 | 0101 1110 | 1010 0001
11134 | 93 (154 | Y | 34| 95 | 154 | 0010 0010 | 0101 1101 | 1001 1010 | 0010 0010 | 0101 1111 | 1001 1010
12|37 | 95 | 154 | Y | 37| 95 | 165 | 0010 0101 | 0101 1111 | 1001 1070 | 0010 0101 | 0101 1111 | 1001 107
13139 97 (161 Y | 39| 98 | 161 | 00100777 | 0110 0007 | 1010 0007 | 0010 0777 | 0110 00 1010 00071
14 | 40 | 97 (164 | N | 40| 97 | 164 | 0010 1000 | 0110 0007 | 1010 0100 | 0010 1000 | 0110 0007 | 1010 0100
1936 | 96 (162 | N | 36| 9 | 162 | 0010 0100 | 0110 0000 | 1010 0010 | 0010 0100 | 0110 0000 | 1010 0010
16139 99 (162 | Y | 39| 99 | 163 | 0010 0111 | 0110 0011 | 1010 0070 | 0010 0111 | 0110 0011 | 1010 007

Notes that hide process it will be in least Significant partgd it will

Table (0-7) Shows pixels before and after hiding

embedded 1 or 2 or 3 bits , so in previous example the number of bits

embedded in each pixel as shown below :

P9

4(2)

P10
0

P11
2(1)

P12
2(1)

P13
4(2)

P14
0

P15
0

P16
4(1)

Extract the message length from first 8 red bytes (in first 8 pixetaade by

Which means that in previous example in 8 pixels we can hide 16 bits.

Extraction algorithm

using two bits from LSB of red channel).
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Calculate the length of message = (00000000 00019GH@6),

Store the message length into variable STOP.

Finds allocation for extracting data from image by testing tkel pd make a
decision to extract a part of secret message or not by an brdatatting

from pixel number nine.

If the channel choosing to extract the data, then the channel vidediinto
two parts , Least significant part and Most significant ggath part consists

of four bits by process extract.

Calculate the number of zero’s in the most significant part :

Extract process will done by :

» If the number of zero’s = 4 or 0 then one bit of least signifipant will
use to extract one bit from secret message.

» If the number of zero’s = 2 then two bits of least significant wél use
to extract two bits from secret message.

* If the number of zero’'s = 3 or 1 then three bits of least sigmifipart
will use to extract three bits from secret message .

- Indicator selection will stop once the stop counter value will be. z8top a
counter which holds the length of message. In each selection this couhter wil
decrease. The table (4-4) illustrates that.

- The bits embedded in each Will extracted from each pixel in exaagple

shown below:

P9 P10 P11 P12 P13 P14 P15 P16
000( 0 11 11 1001 0 0 1111
So the secret message will be: 0000 1111, 1001 1111
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Chapter Six

Experimental Results

This chapter includes characteristics of proposed algorithmvetisas
comparing them with the characteristics of known ones. In #gard, the
programming language is used v.b.net version 2005 and also MATLAB,
Version R2009a, It supported possibility of image processing indiclatauing
and analysis of the image besides changing it from one fotnm@aother one
by using a group of orders under the Image Processing Tool Box (Chapma
2002). Proposed algorithm was applied on several of 24-bit colored bmesmag
for the purpose of the algorithm efficiency validation wheris iprocessed on
computer with AMD Athlofi” 64 X2 dual core processor operating on frequency

of 3.00 GHz and RAM equals 2.5 GB.

6.1. The Image Quality Test

This test measures the image quality through the comparison bethee
original image and the Stego image, It estimates the s#atatpercentage to the
image percentage, taking into account that the typical value (§a&4,2004) and
the table (6-1) shows the results through Equation (3.8) (Peak-SigNalge-

ratio).
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. _ Gutu_b Pixel Gh(')sal’.s New Proposed
image Image Size Indlc_ator Pair W_lse Bit Algorithm
Algorithm Algorithm

Animal 1 1024x1024 57.94 56.33 57.96
Animal 2 1024x1024 58.10 56.68 58.20
Animal & 1024x1024 58.11 56.17 58.32
Animal 4 1024x1024 57.81 55.81 57.91
Animal £ 1024x1024 57.90 57.02 57.93
Animal € 1024x1024 57.90 56.50 57.95
Animal 7 1024x1024 57.73 56.29 57.94
Animal & 1024x1024 57.74 56.92 57.86
football 1 1024x1024 57.96 55.86 58.02
football 2 1024x1024 57.50 47.40 57.90

Table 0-8) the image quality test (PSNR) .

We find out through the results that proposed algorithm is moreisdtisf
experimental out comes than Gutub pixel indicator algorithm and Ghosal's
pair wise bit algorithm due to non-existence of difference betwesmriginal
image and the secret one.

Figures (6-1),(6-2),(6-3),(6-4),(6-5),(6-6),(6-7),(6-8),(6-9) and (6-10)
show image quality by comparing between the original imageseafibedding
of the secret data inside it by using PSNR on the following im&yeimal 1,
Animal 2, Animal 3, Animal 4, Animal 5, Animal 6, Animal 7, Anah8,

Football 1 and Football 2).
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58.5
58
57.5
57
56.5
56
55.5

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

1 Proposed Algorithm

Animal 1

Figure 0-8) Shows th&SNRtest for Animal 1 image

58.5
58 -
57.5 - [ | Gutul? Pixel Indicator
Algorithm
>7 B Ghosal’s New Pair
56.5 - Wise Bit Algorithm
56 - = Proposed Algorithm
55.5 -
Animal 2
Figure 0-9) Shows th@SNRtest for Animal 2 image
58.5
58
57.5 M Gutub Pixel Indicator
57 Algorithm
56.5 H Ghosal’s New Pair
Wise Bit Algorithm
56
55.5 = Proposed Algorithm
55

Animal 3

Figure 0-10) Shows th®SNRtest for Animal 3 image

73

www.manharaa.com



58.5
58 -
57.5 - B Gutub Pixel Indicator
57 Algorithm
56.5 - B Ghosal’s New Pair
Wise Bit Algorithm
56
m Proposed Algorithm
55.5 -
55 -
Animal 4
Figure 0-11) Shows the PSNR test for Animal 4 image
58
57.8 -
57.6 - B Gutub Pixel Indicator
57.4 - Algorithm
57.2 4 B Ghosal's New Pair
57 Wise Bit Algorithm
36.8 1 m Proposed Algorithm
56.6 -
56.4 -
Animal 5
Figure 0-12) Shows the PSNR test for Animal 5 image
58.5
58
575 | [ ] Gutut.> Pixel Indicator
Algorithm
57 1 B Ghosal’'s New Pair
56.5 - Wise Bit Algorithm
56 - I Proposed Algorithm
55.5 -

Animal 6

Figure 0-13) Shows the PSNR test for Animal 6 image
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58.5
58
57.5 - B Gutub Pixel Indicator
57 - Algorithm
56.5 B Ghosal’s New Pair
Wise Bit Algorithm
56
m Proposed Algorithm
55.5 -
55 -
Animal 7
Figure 0-14) Shows the PSNR test for Animal 7 image
58
57.8
57.6 B Gutub Pixel Indicator
57.4 - Algorithm
57.2 4 M Ghosal’s New Pair
57 - Wise Bit Algorithm
36.8 1 m Proposed Algorithm
56.6 -
56.4 -
Animal 8
Figure 0-15) Shows the PSNR test for Animal 8 image
58.5
58 -
57.5 A B Gutub Pixel Indicator
57 - Algorithm
56.5 - M Ghosal’s New Pair
56 - Wise Bit Algorithm
333 1 m Proposed Algorithm
55 -
54.5 -

football 1

Figure 0-16) Shows the PSNR test for Football 1 image
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70
60
50 - B Gutub Pixel Indicator
40 - Algorithm
30 - M Ghosal’s New Pair
Wise Bit Algorithm
20 -
 Proposed Algorithm
10 4 p g
O .
football 2
Figure 0-17) Shows the PSNR test for Football 2 image
6.2. Payload

The table (6-2) shows the data load which can be embedded inside
different loads of the images by using proposed algorithm, Gutub pixeatodi
and Ghosal's new pair wise bit algorithm with Bits estimdded.

This table shows that the data load which are embedded by using the
proposed algorithm is bigger than the Gutub pixel indicator algorithntodiie
reason that the proposed one can be embedded once or twice or threa times
each channel while Gutub pixel indicator algorithm can be embedded once or
twice times in each channel.

The table also shows some of approximate regarding the data load by
using proposed algorithm and Ghosal's new pair wise bit algoritinthé
reason that both of them can embed data reaching to 3 bits in eachl @sanne

maximum and one as minimum.
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Size of dat Size of dat _

By using By using Size of data

Gutub Pixel Ghosal's New By using

image Image Size Indicgtor Pair W.ise Bit ;g%prﬁﬁfnd
Algorithm Hidiglgg;ei}:!;]yr?Bits) Hiding Capacity (Bits)
Hiding Capacity (Bits) Hiding Capacity (Bits) Hiding Capacity (Bits)
Animal 1 | 1024x1024 1572900 1692178 1692976
Animal 2 | 1024x1024 1575400 1869612 2087466
Animal 3 | 1024x1024 1559408 1782850 1869408
Animal 4 | 1024x1024 1588042 2762380 2789042
Animal 5 | 1024x1024 1572370 1456352 1572900
Animal 6 | 1024x1024 1521180 1665308 1671486
Animal 7 | 1024x1024 1583486 1811022 1833746
Animal 8 | 1024x1024 1562746 1413360 1542042
football 1 | 1024x1024 1552376 1646528 1648308
football 2 | 1024x1024 1462316 3144172 3052960

Table 0-9) Show Payload of data which can be embedded inreliffe24-bit colored bmp images
Figures (6-11),(6-12),(6-13),(6-14),(6-15),(6-16),(6-17),(6-18),(6-19) and
(6-20) show Payload of data which can be embedded inside images (Anima

Animal 2, Animal 3, Animal 4, Animal 5, Animal 6, Animal 7, AnimalfByotball 1

and Football 2).

1750000
1700000
B Gutub Pixel Indicator

1650000 - S Algorithm
1600000 B Ghosal’s New Pair

i Wise Bit Algorithm
1550000 - — Proposed Algorithm
1500000 -

Animal 1

Figure Q-18) shows the payload inside Animal 1 image
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2500000

2000000

1500000

1000000

500000

0

Animal 2

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

u Proposed Algorithm

Figure Q-19) shows the payload inside Animal 2 image

1750000

1700000

1650000

1600000

1550000

1500000

Animal 3

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

M Proposed Algorithm

Figure 0-20) shows the payload inside Animal 3 image

3000000
2500000
2000000
1500000
1000000
500000
0

Animal 4

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

1 Proposed Algorithm

Figure 0-21) shows the payload inside Animal 4 image
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3000000
2500000
2000000
1500000
1000000
500000
0

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

u Proposed Algorithm

Animal 5

Figure Q-22) shows the payload inside Animal 5 image

1700000
1650000
1600000
1550000
1500000
1450000
1400000

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

M Proposed Algorithm

Animal 6

Figure 0-23) shows the payload inside Animal 6 image

1900000
1850000
1800000
1750000
1700000
1650000
1600000
1550000
1500000
1450000

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

1 Proposed Algorithm

Animal 7

Figure 0-24) shows the payload inside Animal 7 image
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1600000
1550000
1500000
1450000
1400000
1350000
1300000

Animal 8

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

u Proposed Algorithm

Figure Q-25) shows the payload inside Animal 8 image

1660000
1640000
1620000
1600000
1580000
1560000
1540000
1520000
1500000

Football 1

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

M Proposed Algorithm

Figure Q-26) shows the payload inside Football 1 image

3500000
3000000
2500000
2000000
1500000
1000000
500000
0

Football 2

B Gutub Pixel Indicator
Algorithm

B Ghosal’'s New Pair
Wise Bit Algorithm

1 Proposed Algorithm

Figure 0-27) shows the payload inside Football 2 image

www.manharaa.com



> , A -
Figure 0-28-A) Cover-image for
(Animal 1) with size
1024X1024

A A :,.

Figure 00-29-B) Stego-image
for (Animal 1) with size
1024X1024

81

Figures (6-21-A,B) shows Cover-image, Stego-image after emizp@dPR0 byte inside
(Animal 1) picture by proposed algorithm.

(Animal 2) picture by proposed algorithm.

for (Animal 2) with size
1024X1024

Figure 0-31-B) Stego-image for
(Animal 2) with size
1024X1024

Figures (6-22-A,B) shows Cover-image, Stego-image after entigp@dR0 byte inside
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Figures (6-23-A,B) shows Cover-image, Stego-image after entige@dR0 byte inside
(Animal 3) picture by proposed algorithm.

Figure 0-32-A) Cover-image
for (Animal 3) with size
1024X1024

Figure 0-33-B) Stego-image for
(Animal 3) with size
1024X1024

Figures (6-24-A,B) shows Cover-image, Stego-image after entigp@dR0 byte inside
(Animal 4) picture by proposed algorithm.

Figure 0-34-A) Cover-image
for (Animal 4) with size

1024X1024

Figure 0-35-B) Stego-image for

(Animal 4) with size
1024X1024

www.manharaa.com



83

Figures (6-25-A,B) shows Cover-image, Stego-image after entige@dR0 byte inside
(Animal 5) picture by proposed algorithm.

Figure 0-36-A) Cover-image Figure 0-37-B) Stego-image for
for (Animal 5) with size (Animal 5) with size
1024X1024 1024X1024

Figures (6-26-A,B) shows Cover-image, Stego-image after entigp@d0 byte inside
(Animal 6) picture by proposed algorithm.

Figure 0-38-A) Cover-image Figure 0-39-B) Stego-image for
for (Animal 6) with size (Animal 6) with size
1024X1024 1024X1024
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Figures (6-27-A,B) shows Cover-image, Stego-image after emizp@dPR0 byte inside
(Animal 7) picture by proposed algorithm.

Figure 0-40-A) Cover-image Figure 0-41-B) Stego-image for
for (Animal 7) with size (Animal 7) with size
1024X1024 1024X1024

Figures (6-28-A,B) shows Cover-image, Stego-image after entigp@d0 byte inside
(Animal 8) picture by proposed algorithm.

Figure 0-42-A) Cover-image Figure 0-43-B) Stego-image for

for (Animal 8) with size (Animal 8) with size
1024X1024 1024X1024
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Figures (6-29-A,B) shows Cover-image, Stego-image after emizp@dPR0 byte inside
(Football 1) picture by proposed algorithm.

Figure 0-44-A) Cover-image
for (Football 1) with size
1024X1024

Figure 0-45-B) Stego-image for

(Football 1) with size
1024X1024

Figures (6-30-A,B) shows Cover-image, Stego-image after emizp@dP0 byte inside
(Football 2) picture by proposed algorithm.

Figure 0-46-A) Cover-image for
(Football 2) with size
1024X1024

Figure 0-47-B) Stego-image for
(Football 2) with size
1024X1024
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6.3. Security Test

This test depends on the comparison between the original image and the
image after embedding of data inside through the following statistool
Histogram, The degradation of the quality of images can also be visuallychotice
by applying the histogram analysis. In statistics, a histogsam graphical
display of tabulated frequencies, shown as lines. It shows what poopoft
cases fall into each of several categories: it is a forata binning. So, we
have compared the histogram of three different images (Animgbdtpall 1
and Football 2) where the histogram is calculated for R, G anthaBnel
separately. Here, Figure (6-31), Figure (6-32), Figure (6-3@uré& (6-34),
Figure (6-35) and Figure (6-36) shows three different comparison sesiult
histograms of Animall.bmp, Footballl.omp and Footbal2.bmp with their-stego

images.
Figure 3
[} [ | [ ]
Original Ceolor Image Histogram of red plane
12000 : : : . .
10000
8000
6000
4000 ‘J
2000 : : : :
0 50 100 150 200 250
: Histogram of green plane Histogram of blue plane .
4 4
x 10 x.10
5 6
4t =
4
3 1
3
2
| 2
B 1
0 50 100 150 200 250 0 50 100 150 200 250
[ | u ]

Figure 0-48) Histogram of Original Animall.bmp
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[ |

Figure 1
n

Original Color Image

4

ha

0 a0

Histogram of green plane

x 10!

100 150 200

12000

10000

8000

6000

4000

2000

0 50

Histegram of red plane

100 180 200 250

Histogram of blue plane
x10*

250

Figure 0-49) Histogram of Stego-Animall.bmp

Original Color Image

Hi§togram of green plane
x10

0 50

=l

Histogram of red plane

/WW\W

100 150 200 250

Histogram of blue plane
A

x 10

100 150 200

250

Figure Q-50) Histogram of Original Footballl.bmp
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Figure 1 oer x
u

Histogram of red plane

6000 wﬁﬁpquhrfvjim\\
4000
!
2000
0 L

0 50 100 150 200 250

" Histogram of green plane Histogram of blue plane =
x10° x10°
4 L3
4
3
. 3
2..
_ 2
1t
4
0 : : .S 0 : : :
O 50 100 150 200 250 0 50 100 150 200 250
n | ] n

Figure 0-51) Histogram of Stego-Footballl.bmp

Figure 1 02 x
] T L} . [ ]
Original Color Image I-Llstogram of red plane
10
6)(
5
4
3
2 4
1Lﬁ/_/d
0 — : ; :
0 50 100 150 200 250
= Histogram of green plane Histogram of blue plane .
x10° x10°
7 8 :
6L
5| 6
a4
4
an
= 2
i 1 J
0 50 100 150 200 250 0 50 100 150 200 250
n | | n

Figure Q0-52) Histogram of Original Football2.bmp
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Figure 2 o2 x

Original Color Image « {ilistogram of red plane
6

0 50 100 150 200 250

JHigtogram of green plane .t Jdistogram of blue plane

6

4

_. 2 k_/\ -
d ‘ [] L L I ’_Jw
0 50 100 180 200 250

0 50 100 150 200 250

Figure 0-53) Histogram of Stego-Football2.bmp

After studying the above tables’, figures and performing calomlat
based on PSNR value, average hiding capacity and after viewing the latemve t
figures we can conclude that the average hiding capacity of tgoged
technique shows more satisfied experimental out comes, retains gad v
clarity of stego images, In the histogram analysis the dnasto of red channel is
unchanged because we have used the red channel as an indicator for bit
embedding whereas significant changes in green and blue channeleasilpe

noticeable.
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6.4. Robustness

All algorithms that operate to hide data inside the cover dyrepétial
domain is considered irresistible to vandalism operation like inpageesssing
operation pressure, rotation, cut ...etc , when the image is used@eer for
data since that data were hidden within the image points, thusnaamei
processing operation will result in changing of the points locationaseasing

or decreasing its load. This affects the hidden secret mes#hgethe image.
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Chapter Seven

Conclusions

7.1. Overview

After studying known methods, we chose the method of the data
embedding inside the cover directly which is distinguished byasing of the

data load but, it is irresistible for the vandalism operations.

7.2. Analystic Results

The new algorithm as suggested in comparison with Gutub pixel
indicator and Ghosal's new pair wise bit algorithms which theye hav
relationship with the proposed algorithm. The comparison has laegedcout
throughout the following criteria: image quality test PSNR, Daaa which can
be embedded inside the image bayload, security test histajomg with
testing the vandalism’s resistance.

Concerning, The test of the quality of the image through P3$hiRje
quality, the proposed algorithm shows more satisfied experimauttabmes.

Figure (7-1) show image quality by comparing between the original
images after embedding of the secret data inside it by usSinRFon the

following images (Animal 1, Animal 2, Football 1 and Football 2).
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70

60
50 j

40

Gutub Pixel Indicator Algorithm

30 Ghosal’s New Pair Wise Bit
Algorithm

20 ——Proposed Algorithm

10

O T T T T T T T T T 1

R v > ™ “ © A ® &
PSS NI\
& E€ FEFEEES

& &
EAE S SRR S S R S DTSRy

Figure 0-54) Shows th®SNRtest on the following images :

(Animal 1, Animal 2, Animal 3, Animal 4, Animal Bnimal 6, Animal 7, Animal 8, Football 1 and Foatli3).

The data load that will be embedded by using the proposed algosithm i
bigger than the data that will be embedded by using Gutub pixelatodic
algorithm and the reason for that the proposed algorithm can beléeddrom
one bit to three bits in each point while Gutub pixel indicator #lgaris
embedded only one bit where there is a convergence regardingdheathby
using both the proposed algorithm and the Ghosal's new pair wise bi
algorithm due to the reason that both of them can embedded datdodlacte

bits in each point as maximum and one binary as minimum.
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Figure (7-2) show the payload inside the following images (Ahifna
Animal 2, Animal 3, Animal 4, Animal 5, Animal 6, Anima) Animal 8, Football 1

and Football 2).

3500000
3000000
2500000 A
2000000
Gutub Pixel Indicator Algorithm
1500000 Ghosal’s New Pair Wise Bit
Algorithm
Proposed Algorithm
1000000
500000
0
NN N I\ A PN N
& & & & & § & & X »
© N N © & & & N <<°o <<°o

Figure 0-55) shows the payload inside the following images :

(Animal 1, Animal 2, Animal 3, Animal 4, Animal Bnimal 6, Animal 7, Animal 8, Football 1 and Foall2).

All of algorithms which depends in hiding the data inside theecov
directly is considered resistible to vandalism operations winemntage is used
as a cover for data because the data in this case are hidtém tht image

any processing on this image will lead tardaloeation of
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points or raise or lower their value which affects the hiddemesenessage

within the image.

7.3. Future Works

This study is considered the basic phase for several fukegarahes and
the following operations can be carried out to improve the perforenainthis
algorithm:

1. Proposed algorithm is used to hide the data by using 24-bit bmp
colored images; therefore, this study can be expanded on the 32-
bit bmp colored images.

2. Developing this algorithm where it can save the secretsages
even after execution of some modification operations on the
image such as pressure, rotation ... and so on.

3. Possibility to hide other types of data, such as an image inside
another one looks very attractive for studying.

4. Linking between the encryption process and steganography for a
higher degree of protection to the data so that the text is
encrypted before hiding to increase the security of this atgorit

5. Using the general key concept in encryption process in shorthand
art algorithms where the data can be embedded inside thalgener

key and extract it with the private key.
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